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ABSTRACT

In this study, the effect of speech task on the relative timing of the two lingual gestures involved in the production of /l/ in American English is investigated using articulatory data from the Wisconsin XRMB database. Tokens of word-initial and -final /l/ were taken from Connected (e.g., sentence) and Isolated (e.g., single-word) Speech tasks in the database, with the time and degree of maximum constriction measured for each gesture in each token. Analysis of the timing lag between the intrasegmental movement extrema across conditions indicates that although their sequencing remains constant across speech tasks, exhibiting patterns consistent with the previous literature, the absolute difference in the timing of the gestures differs significantly across conditions, with timing differences closer to zero in Connected Speech than in Isolated Speech. This difference is shown to be related to systematic variation in gestural magnitude across word positions and speech tasks.
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1. INTRODUCTION

A substantial body of research on the articulation of multi-gesture consonants has consistently observed an allophonic difference in gestural sequencing patterns across different syllabic positions for these sounds. While some variation in this pattern is observed cross-linguistically [7], for North American English, the nature of this allophonic asymmetry appears to be systematic across a number of consonants containing more than one supralaryngeal gesture. Specifically, studies of /l/ [1, 17], /w/ [6], /r/ [3] and nasal stops [2, 10] have consistently found that the more anterior of the two constrictions involved in their production occupies a more peripheral position within the segment, following the more posterior gesture in syllable-final positions and either preceding or occurring synchronously with the more posterior gesture in syllable-initial positions.

Although attempts to explain why these specific positionally-dependent gestural sequencing patterns emerge have been the focus of much investigation (e.g., [1, 6, 17]), less effort has been devoted to exploring whether these observed patterns are preserved across different speech conditions. Additionally, although some of these proposed accounts rely on asymmetries in gestural magnitude across different word positions to explain the observed timing patterns [1, 3, 17], relatively little is known about the systematic relationship between relative intergestural timing and other aspects of variability in the segment’s production. Some previous research has examined the effect of local prosody, such as stress [2] and the strength of an adjacent prosodic boundary [11], on intergestural timing in multi-gesture consonants; however, the effect of more global variation, such as that observed across different styles of speech, has been largely unexplored.

In this study, we extend previous research on the articulation of multi-gesture consonants by examining variation in intergestural timing and gestural magnitude, and the relationship between the two, for /l/ across speech tasks. Recent research on inraspeaker variability in speech production has observed that many acoustic and articulatory attributes of speech vary systematically across different speech tasks [4, 5], presumably as a consequence of greater temporal constraints on articulatory movement in faster, more casual speech [12, 13]. The effects of these temporal constraints on articulation have been observed both in the degree of temporal overlap exhibited by gestures belonging to adjacent segments (e.g., [8]) and the magnitude of individual speech gestures [4]. However, as there has been relatively little work examining task or rate effects on the articulatory properties of gestures in multi-gesture segments (c.f. [9]), it remains largely unknown whether the magnitude of and timing relationships between gestures in these segments exhibit similar effects of speech task.

2. METHODS

2.1. Corpus and Subjects

Articulatory data for this study was taken from recordings of 17 speakers (7 male, 10 female) in the Wisconsin x-ray Microbeam (XRMB) database [18]. The Wisconsin XRMB database contains both acoustic and kinematic articulatory data, with the
articulatory data comprising measurements of the movement of small pellets (2.5 mm) attached to the tongue, jaw, and lip (Fig. 1 inset). Pellet movements were recorded at a frame rate of 40 Hz and resampled to 145 Hz for all pellets.

A total of 1,433 tokens of word-initial and word-final /l/ were taken from three of the experimental tasks included in the corpus and separated into two conditions for analysis: a Connected Speech condition containing data from Sentence and Prose Passage reading tasks (962 tokens), and an Isolated Speech condition containing data from a Citation Word reading task (471 tokens). Tokens were taken from all available vowel contexts and, in the Connected Speech condition, from contexts where the preceding or following word (depending on the position of the target /l/ in the word) ended or began with a labial consonant.

**Figure 1:** Location of movement extremum in the tongue tip gesture for the initial /l/ in ‘leaf’ (subject JW24). Time of maximum constriction indicated in both positional (top) and velocity (bottom) time series by labelled dotted line. Inset: Position of tongue and jaw pellets with palate trace for the initial /l/ in ‘leaf’ (subject JW24). Elements used in this analysis (T1, T3, Palate, and Pharyngeal Wall) are in bold.

Although data from a total of 57 speakers is included in the database, the 17 speakers in this study were selected for analysis because they had the largest amount of analysable data – at least 25 tokens of /l/ in each word position in Connected Speech tasks, and at least 10 tokens of /l/ in each position in Isolated Speech tasks. The remaining 40 speakers did not have as much analysable data due to not recording certain tasks, tracking failures in one or more lingual pellets, or excessive amounts of /l/ vocalization, and were subsequently excluded from analysis.

### 2.2. Articulatory Analysis

#### 2.2.1. Temporal Landmark Identification

Although four pellets were glued on the tongue to capture articulatory movement in the XRMB data, only the pellet closest to the tongue tip (T1) and a pellet on the tongue dorsum (T3) were used for this analysis (see Fig. 1). Temporal landmarks associated with the tongue tip and tongue dorsum movement extrema in /l/ (defined below) were identified automatically using an algorithm that calculated a 2-D velocity time series from the T1 and T3 position signals (modified from the findgest algorithm by Mark Tiede, Haskins Laboratories).

After using the Penn Phonetics Lab Forced Aligner [19] to perform acoustic segmentation of the XRMB data, tokens of /l/ in the appropriate conditions were located in the articulatory data by finding the articulatory frames corresponding to the acoustically-defined segment start and end points. The articulatory frame corresponding to the acoustic midpoint of each /l/ was used to identify multiple articulatory landmarks for the tongue tip and tongue dorsum gestures in the token. Of the identified landmarks, only one was used for the presented analysis: the movement extremum, defined as the velocity minimum closest to the midpoint frame for the sensor trajectory of interest (T1 or T3) (Fig. 1).

#### 2.2.2. Lag and Constriction Degree Calculations

The measured movement extrema were used to calculate a Maximum Lag (MLag) variable used to assess timing patterns. Mlag was defined as the interval between T1 and T3 movement extrema for a given token. Negative Mlag values indicate that the movement extremum for the tongue tip gesture temporally precedes the movement extremum for the tongue dorsum gesture in a given token.

Additionally, T1 Aperture (T1A) and T3 Retraction (T3R) measurements were taken at the time of movement extremum for each sensor trajectory. These measurements were taken by calculating the Euclidean distance between the sensor’s X-Y coordinate position and the closest point on either the palate trace taken from each speaker (for T1A) or the posterior pharyngeal wall outline approximated for each speaker (for T3R). These aperture and retraction measurements were used as an indication of the magnitude of the gesture associated with the sensor trajectory, with smaller aperture values indicative of greater gestural magnitude.

Tokens with extreme Mlag, T1A or T3R values and tokens where high potential for gestural misidentification was expected were manually checked in MView (Mark Tiede, Haskins Laboratories). Tokens lacking an identifiable T1 raising gesture or tokens where it was not possible to identify a T3 velocity minimum unique from that associated with the flanking vowel were excluded from analysis.
3. RESULTS

Three separate analyses were conducted using R [15]: two analyses using linear mixed effects models (LMEMs) to separately evaluate the effects of speech task and word position on gestural timing and magnitude, and one analysis using linear regression to evaluate the relationship between gestural magnitude and timing.

3.1. Gestural Timing Across Tasks and Positions

Results of the analysis of task and word position effects on gestural timing are shown in Fig. 2. An LMEM was fit on the dependent variable MLag, with Task (Connected vs. Isolated), Word Position (Initial vs. Final), and Task*Word Position as fixed factors and Subject as a random effect in both models. The results of this analysis shows that gestural timing is affected both by the position of /l/ in the word, in agreement with previous literature on gestural timing in /l/, and by the task in which /l/ is produced.

Word Position was found to significantly affect MLag (t = -11.83, p < 0.0001), with the direction of this effect mirroring that observed in the previous literature: positive lag values are observed in word-final tokens of /l/ (T3 constriction precedes T1 constriction), while negative lag values are observed in word-initial tokens of /l/ (T1 constriction precedes T3 constriction).

Figure 2: Mean MLag values across Word Positions and Tasks (light grey = Isolated Speech condition, dark grey = Connected Speech condition). Dotted line represents zero ms lag (simultaneous gestures).

While the same gestural sequencing patterns were observed in the Isolated and Connected speech conditions, substantial differences in relative intergestural timing were observed between the two tasks (as seen in Fig. 2). For both word-initial and word-final tokens of /l/, MLag was significantly closer to zero (simultaneous T1 and T3 constrictions) in the Connected Speech condition than in the Isolated Speech condition (t = -2.17, p < 0.05). However, as is evident from the significant interaction between Task and Word Position in both models (t = 2.62, p < 0.01), the extent to which intergestural timing values vary across the two speech tasks differs as a function of word position, with a greater difference between the Isolated and Connected Speech tasks observed for Word-Initial /l/ than for Word-Final /l/.

It is worth noting that the prosodic environment in which tokens of interest occurred was partially confounded with Task, given that all tokens in the Isolated Speech condition were automatically adjacent to a prosodic boundary. To check that the effect of Task on MLag was not purely a consequence of prosodic boundary adjacency, an additional analysis was conducted comparing Word-Final /l/ in the Isolated Speech condition to the subset of all Word-Final Connected Speech tokens that occurred sentence-finally. The results of this analysis confirmed that the Task effects observed here could not be attributed to prosodic boundaries alone, as there was a significant effect of Task on MLag values within this subset of the data (t = -17.16, p < 0.0001).

3.2. Gestural Magnitude Across Tasks and Positions

For the analysis of task and word position effects on magnitude of the tongue tip and tongue dorsum gestures, separate LMEMs were fit on the dependent variables T1A and T3R, each with the same fixed and random effect structure as the models fit to the intergestural timing data. The results of the T1A analysis largely mirror those of the timing analyses, with both Word Position and Task found to significantly effect T1A (Fig. 3) (Word Position: t = -2.88, p < 0.01; Task: t = 3.00, p < 0.01).

Figure 3: Mean T1A values across word positions and tasks (light grey = Isolated Speech condition, dark grey = Connected Speech condition). Smaller values indicate T1 is closer to the palate (greater gestural magnitude).
The variation in Word Position again follows that observed in previous research [6, 16], with smaller T1A values observed in Word-Initial tokens of /l/ than in Word-Final tokens, suggesting final reduction of the tongue tip gesture. The variation in T1A across the Isolated and Connected Speech conditions indicates that smaller T1A values are observed in the Isolated Speech condition than in the Connected Speech condition, as predicted based on previous research on speech task differences.

Although a significant effect of Word Position was observed on the T3R measurements (t = 5.61, p < 0.0001), with the direction of this effect following the observation in the literature that the tongue dorsum gesture in /l/ is reduced Word-Initially [1, 6], neither the main effect of Task on T3R nor the interaction between Task and Word Position were found to be significant (Task: t = 1.75, p > 0.05; Task*Position: t = -0.363, p > 0.1) (Fig. 4).

**Figure 4:** Mean T3R values across word positions and tasks (light grey = Isolated Speech condition, dark grey = Connected Speech condition). Smaller values indicate T3 is closer to pharyngeal wall (greater gestural magnitude).

3.3. Relationship Between Timing and Magnitude

The results of the analyses of speech task and word position effects on gestural timing and magnitude suggest that there may be a relationship between these two articulatory measurements, as the direction of the variation in timing mirrors that observed for the T1A measurements for both Word Position and Task. To test whether this apparent relationship was in fact indicative of a dependency between timing and magnitude for /l/, a linear regression model was fit on the data to test whether T1A was a significant predictor of MLat. Due to the difference in timing patterns for word-initial and word-final /l/, the absolute value of both lag measurements were used to allow more direct comparisons between /l/ in each word position.

The analysis found that T1A was a significant predictor of MLat, with a negative relationship observed such that absolute values for both lag measurements increased (became more extreme) as T1A values became smaller (larger gestural magnitude) (β = -1.14, p < 0.01). This finding suggests that there is a systematic, token-by-token relationship between Task and Position.

4. DISCUSSION

Overall, the results of this study confirm that both intergestural timing and gestural magnitude systematically vary across speech tasks in /l/, and additionally suggest that there is a relationship between this variation in timing and magnitude.

Measurements of both intergestural timing lag and tongue tip (T1) constriction degree indicate that the direction of this variation was the same for both measurements, with less extreme lag and constriction degree measurements observed in the Connected Speech condition than in the Isolated Speech condition. These findings mirror those from previous research on articulatory variation across speech tasks and rates, e.g. [4, 9], in that they are indicative of gestural reduction or ‘undershoot’ in faster, more casual connected speech styles [12]. Although similar patterns of reduction were not observed for tongue dorsum (T3) retraction in the Connected Speech condition, further research will be necessary to determine whether this is due to asymmetries in the extent to which task affects the multiple gestures in /l/ or due to other factors, such as coarticulation with surrounding vowels.

The findings of this study also indicate that there is a direct, token-by-token relationship between timing and magnitude. This observed relationship follows naturally from previous research illustrating that the duration of both articulatory gestures and their relative timing intervals are reduced as speech rate increases [8, 14].

As explained by models in which a set of planning oscillators or ‘clocks’ determine the interval over which a given articulatory gesture is active, the fact that individual articulatory gestures shorten in faster speech inherently leads to a decrease in both the magnitude of the gesture and the timing interval between adjacent gestures [16], with the extent of the durational decrease predicted to directly determine the extent of the magnitude and timing reduction. The failure to observe reduction of the tongue dorsum retraction gesture in the Connected Speech condition is again the one finding of this study that does not fit within this predicted relationship between duration, timing and magnitude, and raises the possibility that additional task-specific factors beyond the overall effect of gestural duration may be at play in this data.
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In this paper we have not teased apart the extent to which observed task effects on gestural timing and magnitude can be attributed to general speech rate differences between the tasks versus other stylistic differences. This is left for future research.